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ABSTRACT
Many real-world systems utilize graphs that are time-varying in nature, where edges appear and disappear with respect to time. Moreover, the weights of different edges are also a function of time. Various conventional graph algorithms, such as single source shortest path (SSSP) have been developed for time-varying graphs. However, these algorithms are sequential in nature and their parallel counterparts are largely overlooked. On the other hand, parallel algorithms for static graphs are implemented as ordered and unordered variants. Unordered implementations do not enforce local or global order for processing tasks in parallel, but incur redundant task processing to converge their solutions. These implementations expose parallelism at the cost of high redundant work. Relaxation-ordered implementations maintain local order through per-core priority queues to reduce the amount of redundant work, while exposing parallelism. Finally, strict-ordered implementations achieve the work efficiency of sequential version by enforcing a global order at the expense of high thread synchronizations. These parallel implementations are adopted for temporal graphs to explore the choices that provide optimal performance on different parallel accelerators. This work shows that selecting the optimal parallel implementation extracts geometric performance gain of 46.38% on Intel Xeon-40 core and 20.30% on NVidia GTX-1080 GPU. It is also shown that optimal implementation choices for temporal graphs are not always the same as their respective static graphs.

CCS CONCEPTS
• Computer systems organization → Multicore architectures;
• Computing methodologies → Shared memory algorithms.
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1 INTRODUCTION
Graph algorithms are widely utilized in real world due to their enormous number of applications in different domains, such as traffic map applications [4], self-driving cars [33], social network analytics, and routing algorithms [24]. From the perspective of graph theory, given a graph $G(V,E)$ with $|V|$ vertices and $|E|$ edges, a graph algorithm performs computations on the vertices and its corresponding edges, and returns some specific output.

Conventionally, graph algorithms are designed for input graphs that are static in nature. The properties of static graphs don’t evolve with time, i.e., the number of vertices, edges, and weights of the edges are not a function of time. However, many real-world applications encounter graphs that are time-varying, i.e., their characteristics change over time. Graphs emerging in different domains, such as traffic predictions [12], social networks [30], biological sciences [6], and wireless sensor networks [25] are all examples of such time-varying graphs. In these graphs, edges appear and disappear with time and the weights of the edges also fluctuate with respect to time. Due to the omnipresent applications of time-varying graphs in various domains, it is important to study parallel implementations, and performance scaling of different graph algorithms using time-varying graphs.

Prior research on time-varying graphs focused mostly on representation and modeling [16, 27, 36], and the analysis of temporal graphs [5, 7, 32, 35]. On the algorithmic front, traditional graph algorithms, such as the single shortest path problem [11, 13, 16, 37, 38], breadth and depth first search [21], minimum spanning tree [22], page-rank [20, 29], and community detection [19] are proposed for temporal graphs. However, performance analysis of parallel algorithms in terms of optimal implementation (parallel implementation that gives best performance) on different accelerators (such as a multicores or a GPU) tends to be overlooked in prior literature. This is because the purpose of the aforementioned works is not to parallelize the already available graph algorithms, but to create sequential algorithms for temporal graphs that are analogous to the existing algorithms for their static counterparts. The absence of performance implication studies from prior literature is also due to the limited availability of temporal graph datasets. Additionally, the available temporal graphs are smaller in size [28] as compared to their static counterparts, hence limiting the opportunities for exploiting parallelism.

In order to study performance of temporal graph algorithms on different accelerators, there is a dire need for temporal graphs with reasonable number of vertices and edges. Instead of generating such temporal graphs from scratch, static graphs (such as California road network (USA-CAL) [10] or biological graph (Cage14) [28]) can be converted into temporal graphs. This motivates the need...
for a temporal graph generator that takes a static graph as input, and outputs its temporal version by systematically adding edges at specific time instants to represent a temporal graph. The graph generator varies the weights of edges at different time instants as the output of some graph algorithms may also be sensitive to the value of weights.

The conversion of real static graphs into temporal graphs provides an opportunity to explore the performance scaling of various temporal graph algorithms on different parallel accelerators. The parallel implementations of these graph algorithms can be categorized based on the task ordering constraints under the task-parallel execution model. The unordered parallel implementations of these algorithms remove the execution order altogether, and expose parallelism at the expense of high redundant work. Alternatively, the relax-ordered implementations only enforce local order through per core priority queues to reduce the amount of redundant work. In order to achieve the work efficiency of their sequential counterpart, strict-ordered implementations maintain global order using queueing primitives that impose high thread synchronizations. The benchmark algorithms executing temporal graphs are evaluated in the context of their performance scaling on a given parallel machine.

The optimal implementation for a temporal graph algorithm and input is the one that gives the best performance on a parallel accelerator. A certain temporal benchmark-input combination may give superior performance on a multicore and another benchmark-input combination may prefer a GPU [1]. This motivates the need for exploring the optimal implementation and accelerator choice space for a given temporal benchmark-input combination. The contributions of this work are outlined below:

- A temporal graph generator is proposed and implemented that transforms static graphs into temporal graphs. This allows to explore the performance aspects of graph algorithms executing temporal graphs.
- Various unordered and ordered parallel temporal graph algorithms are developed and benchmarked.
- The optimal performance scaling choices for temporal graph benchmarks and inputs on different parallel multicore and GPU accelerators are explored. It is shown that selecting the optimal implementation rather than always selecting strict-ordered implementation for the Intel Xeon 40-core machine gives a geometric performance gain of 46.38%. On an NVidia GTX-1080 GPU, selecting the optimal implementation gives 20.3% performance advantage as compared to always selecting the relax-ordered implementations.
- The optimal choice of an accelerator for temporal graph benchmarks and inputs is also studied. It is shown that selecting an optimal accelerator for a given benchmark-input combination leads to a geometric performance gain of 30% as compared to always selecting the GPU machine.

2 RELATED WORK

Many real-world applications utilize graphs that are time varying in nature. Traffic predictions [12], social networks [30], biological sciences [6], and wireless sensor networks [25] are few examples where temporal graphs are used. Representation and modeling of time varying graphs has been given a lot of attention in prior literature [16, 27, 35, 36]. The Chronos [17] graph engine proposes a layout scheme for temporal graphs that utilizes the structural and temporal locality to efficiently process these graphs. Several conventional graph processing algorithms, such as shortest path, traversal, and spanning tree algorithms are also developed for temporal graphs [20, 21, 37, 38]. Even though there has been research on the representation and algorithmic front, the performance analysis of different parallel implementations for temporal graph algorithms is lacking in literature. There are three distinct categories of parallel implementations for static graph algorithms, namely strict-ordered [18], relax-ordered [26] and unordered implementations [2]. For static graphs [14, 23], the performance of an implementation is dependent on the variations in graph algorithms and inputs [1]. Consequently, the selection of an optimal implementation on a given parallel machine is also important for temporal graphs and algorithms.

3 TEMPORAL GRAPH REPRESENTATION

In a time-varying or temporal graph, the existence of an edge is dependent on time, i.e., edges appear and disappear at different time instants. The weights of edges are also a function of time and have different values at different time instants. Figure 1 shows an example of a directed and weighted time-varying graph at four different time instants. This graph contains four vertices connected through time-dependent edges. At different time instants, the total number of edges in this temporal graph vary as the edges appear and disappear in time. For example, the edge going from node A to node C is present at time instants 1,3 and 4, and is missing at time instant 2. Additionally, the weights are also changing in this temporal graph. For example, the edge going from node A to node B has a weight of 2 at time instants 1 and 2, and a weight equal to 1 at time instants 3 and 4.
In order to represent different snapshots of a temporal graph in one concise representation, George and Shekhar proposed time-aggregated graphs [16]. Time aggregated graphs represent temporal graphs by capturing their characteristics through time series. There are two series associated with each edge of a temporal graph. The first series contains the values of time instants for which the edge is present, and the second series contains the weights of the edges at those time instants. Figure 2 displays the time-aggregated graph representation of the temporal graph shown in Figure 1. Each edge in the graph is represented with two series. The series in [ ] contains the value for time instants, while the series in ( ) contains the weights at those time instants.

An alternative representation of temporal graphs is to expand the time dimension. This can be done by replicating every node at each time instant. This representation of the temporal graphs is called time-expanded graph. The weights of all the edges in time expanded graphs are equal to 1. Figure 3 displays the time-expanded graph representation of the temporal graph shown in Figure 1. Every node in this graph is repeated five times in the figure. This is because of the edge going from node A to node B at time instant 4 having a weight equal to 1. The maximum value of the sum of the time instant at which the edge is present and weight of the edge across all edges defines how many times every node is replicated. For the time-expanded graph shown in the figure, the maximum sum is 5.

Due to the fact that nodes are replicated in time expanded graphs, they take large amount of memory as compared to the time-aggregated graphs. The total number of nodes and edges in the time-expanded graphs are also greater than the number of nodes and edges in time-aggregated graphs. This means that a graph algorithm performs more work for the time-expanded graph as compared to its time-aggregated counterpart. As the redundant work can immensely affect performance of a parallel implementation, time-aggregated graphs tend to be a better and compact way of representing the temporal graphs. Therefore, time-aggregated graphs are utilized in this paper.

4 TEMPORAL GRAPH GENERATION

This section presents a method to convert a static graph into a temporal graph. Any static graph can be viewed as a temporal graph having all edges defined for only one time instant. This means that a static graph can be converted to a temporal graph by adding edges at different time instants, and changing the weights of edges for various time instants.

One simple and naive method to add temporal edges to a static graph is to randomly decide whether an edge should be added for a specific time instant or not. Algorithm 1 shows the pseudocode for temporal graph generation utilizing this simple strategy. The algorithm takes as input the static graph and the maximum number of time instants (T) for an edge, and outputs a temporal graph. It has an outer loop that goes over all the vertices of the static graph, and an inner loop that goes over the edges belonging to the vertex from the outer loop. There is another inner loop that goes over all the time instants and for each iteration of this inner loop, a number is randomly picked between 0 and 1. If this randomly picked number is greater than a certain threshold, then the edge is added for that time instant, otherwise not. The weight of all temporal edges are same as the weight of the static edge. The threshold variable controls the number of temporal edges. For example, setting it to 0.5 adds approximately $T/2$ temporal edges for each static edge.

One simple and naive method to add temporal edges to a static graph is to randomly decide whether an edge should be added for a specific time instant or not. Algorithm 1 shows the pseudocode for temporal graph generation utilizing this simple strategy. The algorithm takes as input the static graph and the maximum number of time instants (T) for an edge, and outputs a temporal graph. It has an outer loop that goes over all the vertices of the static graph, and an inner loop that goes over the edges belonging to the vertex from the outer loop. There is another inner loop that goes over all the time instants and for each iteration of this inner loop, a number is randomly picked between 0 and 1. If this randomly picked number is greater than a certain threshold, then the edge is added for that time instant, otherwise not. The weight of all temporal edges are same as the weight of the static edge. The threshold variable controls the number of temporal edges. For example, setting it to 0.5 adds approximately $T/2$ temporal edges for each static edge.

Algorithm 1 Naive algorithm for temporal graph generation

**Inputs:** $G(V, E)$ $\leftarrow$ Static Graph, $T$ $\leftarrow$ Maximum time instants for an edge

**Outputs:** $G'(V, E', t) \leftarrow$ Temporal Graph

1. for (each vertex $v \in V$) do
2. for (each edge $(v, u)$ of $v$ with weight $w$) do
3. for (each $t$ in range (1,T)) do
4. $\text{num} = \text{sample}\text{.}\text{from}\text{.}\text{uniform}\text{.}\text{distribution}(0,1)$
5. if ($\text{num} > \text{threshold}$) then
6. $G'.\text{add}\text{.}\text{edge}(v, u, w, t)$

Algorithm 1 generates a temporal graph using the simple method. However, the generated temporal graph does not imitate a real temporal graph. The key shortcoming is that the algorithm treats edges belonging to different vertices equal since it always samples from the uniform distribution between 0 and 1. Additionally, all time instants are treated equally, and the weight of a temporal edge is the same as that of a static edge. However, in a real temporal graph this is not the case as there are varying patterns for different parts of the graph and different time instants. In order to put this into perspective, let’s take example of the California road network graph. The traffic patterns for the big cities, such as San Francisco are different from the traffic patterns of a suburb (e.g. Pleasanton). Similarly, the traffic patterns during the rush hours are different than the patterns during other hours of the day. Due to this, the weights of edges in a temporal graph should increase during rush hours, and decrease during normal hours. There is a need to change Algorithm 1 in a way that for different parts of a graph, and for different time instants, sampling is done from a different probability distribution.

Algorithm 2 shows the pseudocode for an improved version of algorithm 1 for temporal graph generation. The graph is divided into $n$ sets containing equal number of vertices. This is done to spatially distribute the graph into different parts. The partition is done based on the vertex ID, but if any additional information is available with the graph that can be used to achieve this partition. For example, the California road network graph can be divided into different parts based on the available longitude and latitude values. Time instants are also divided into $m$ equal parts, where $m < T$. The loops for vertices, edges, and time instants remain the same as in Algorithm 1. However, for every vertex, the algorithm determines...
Algorithm 2 Improved algorithm for temporal graph generation

Inputs: $G(V, E) \leftarrow$ Static Graph, $T \leftarrow$ Maximum time instants for an edge $n \leftarrow$ number of vertex's sets, $m \leftarrow$ number of time intervals

Outputs: $G^t(V, E^t, t) \leftarrow$ Temporal Graph

1: for (each vertex $v \in V$) do
2: for (each edge $(v, u)$ of $v$ with weight $w$) do
3: for (each $t$ in range (1, $T$)) do
4: $s = v \% n$
5: $w_{\text{scale}} = \text{sample}\_\text{from}\_\text{probability}\_\text{distribution}(s, t)$
6: $w_{t} = w \times w_{\text{scale}}$
7: $G^t$.add_edge($v$, $u$, $w_{t}$, $t$)

its corresponding set, and for every time instant the algorithm determines the time interval it belongs to. The values of set and time interval are passed to the $\text{sample}\_\text{from}\_\text{probability}\_\text{distribution}$ method so that it can sample from the associated probability distribution. As there are $n$ sets of vertices and $m$ set of time instants, there are a total of $m \times n$ probability distributions. The probability distributions can be specified by the user based on their data. For the graph generated in this work, unit Gaussian distributions are used with different scaling factors. After sampling from the distribution, a scaling factor is obtained that is multiplied with the weight of the static edge to obtain the weight for the temporal edge. An edge is added to the temporal graph going from vertex $v$ to $u$ at time instant $t$ with weight $w \_t$.

The proposed temporal graph generation method is used to convert several static graphs from open source datasets into their temporal graph variants. The static graphs range from different sizes, diameter, and density. The generated temporal graphs and their different characteristics are outlined in the methodology section. The source code for the graph generator is released to public using a GitHub repository.

5 PARALLEL TEMPORAL GRAPH ALGORITHMS

Exploiting task-level parallelism has gained popularity due to its integration in modern parallel programming frameworks [18, 26]. In order to expose parallelism, the parallel implementation of an algorithm specifies a unit of execution, called task that performs some fixed operations and executes in parallel with other tasks. The framework or the library provides various primitives to handle the low-level system operations, such as load balancing and synchronization. Task parallel workloads show superior scalability at higher core-counts as their execution model is independent of the underlying machine. A task execution order is present in all task parallel algorithms. The order is required as the execution of a particular task depends on the execution of other tasks, and synchronization is required to properly forward the inter-task dependencies. Different tasks can also operate on the data shared among tasks requiring locking mechanisms so that read-write dependencies are met. Due to this, thread synchronization becomes an important component of the execution model. There are no dependencies (inter or intra) in an ideal task parallel workload, and every task is free to execute in parallel with other tasks.

Strict-ordered algorithms maintain stringent ordering constraints on task execution. Due to this they have the work efficiency of their sequential counterparts. Extracting parallelism while following a strict global order is an extremely difficult problem. The Kinetic Dependence Graph (KDG) [18] framework is one such example that exploits task-level parallelism while enforcing strict task execution order. The local order in KDG is maintained through per-core priority queues, and the global order is enforced through a shared data structure (an ordered list) that orders task insertion and deletion. When a task is dequeued from the priority queue of a core, each core runs the safe-source-test that finds the dependency of the dequeued task on the tasks in other cores by looking up the ordered list. The dequeue operation stalls if a dependency is detected. However, tasks execute in parallel if no dependencies are found. The goal is to find tasks that can be executed in parallel on different cores to exploit parallelism. Algorithm 3 shows the pseudocode for a generic strict-ordered implementation of a representative graph algorithm. A local queue is implemented in each core, and there is a global ordered list shared among all cores. Each core looks for the highest priority task from its queue, execute the safe source test to make sure that there are no task dependencies. If the safe source test indicates that the task is independent, then the task is removed from the local priority queue and atomically deleted from the ordered list. Once the dequeue operation is complete, the implementation goes over all the children of the task, and then for all the time instants of each child to create new tasks. These tasks are either inserted into the local priority queue or communicated to a remote core for load balancing purposes. After the execution of critical section, each task is atomically added to the shared ordered list.

Parallelism is limited in strict-ordered algorithms due to the presence of global order, and thus high synchronization cost. Alternatively, large amount of parallelism can be exposed by performing redundant work. This approach is adopted by the Galois [26] framework by removing the global ordering constraints enforced by strict-ordered implementations of KDG, and having local priority queues per core for local order of task processing. As there is no order list shared among the cores, the synchronization cost is reduced in comparison to strict-ordered implementations. However,
Algorithm 4 Generic pseudocode of the relax-ordered implementation

\[
\text{tid} \leftarrow \text{Core ID}
\]
\[
PQ[tid] \leftarrow \text{Priority Queue for each core}
\]
1. for each task in \(PQ[tid]\) do
2. \(task = PQ[tid].\text{peek}()\)
3. \(test = \text{local_test()}\)
4. if \((test = \text{pass})\) then
5. \(task = PQ[tid].\text{pop}()\)
6. for each child of task do
7. for \(t\in\text{child}.T\) do
8. \(task = PQ[tid].\text{push()}\) or send_to_remote_core()
9. \(\text{critical_section(}\text{shared\_data}\text{)}\)

Unordered task parallel algorithms remove both the local and global task execution order. They allow different tasks to execute in parallel with other tasks, and implemented in such a way that inter-task dependencies are minimized. Due to the absence of local and global order, unordered implementations pass through large number of iterations over the input graph before they converge. The number of iterations in turn increase the amount of redundant work in unordered implementations. The unordered implementations with reasonable work efficiency show significant scalability at higher core counts, and tend to provide superior performance as compared to their relax-ordered and ordered versions. Due to the read-write data dependencies in an unordered algorithm, it also requires some kind of synchronization. Even when the unordered implementation doesn’t have read-write data dependencies, its different phases are separated by barriers. This is needed to ensure that all data dependencies are forwarded properly, and the next phase of the implementation can be safely initiated by each thread. The number of iterations in turn increase the amount of redundant work.

Algorithm 5 displays the pseudocode for a generic unordered implementation of a task parallel workload. Each core has an unordered list (instead of priority a queue) that contains the tasks to be executed. Tasks present in the task list of different cores are be executed in parallel. Each core gets a task from its task list, then runs a loop over all the children of the task, and the time instants of the children tasks. For each iteration of the inner loop, it atomically performs synchronization, and work efficiency in the three implementations of a graph algorithm:

- Vertices or edges are statically distributed among the threads when the local and global order is not present. Large amount of parallelism is exposed in this parallelization strategy but the redundant work is also high.
- In the presence of a local order enforced through per core queues, vertices/edges are dynamically distributed among cores. This reduces the amount of redundant work while exposing significant parallelism.
- Optimal work efficiency can be achieved by maintaining a global order at the expense of high synchronization cost. However, this reduces the amount of exploitable parallelism.

The tradeoffs depict that the three implementations are different from each other in terms of parallelization strategy, synchronization, and work efficiency. These high-level characteristics of the implementations and temporal graph inputs are the primary source behind the optimal implementation and optimal accelerator selection. In the evaluation section, optimal implementation and accelerator choices for various temporal benchmark-input combinations are shown, and tied back to these high-level-characteristics of the temporal graph algorithms. The inner loop that goes over the time instants of a child is added to the different implementations of static graph benchmarks to convert them to their temporal counterparts. Due to the presence of these time instants in the inner loop, the amount of exposed parallelism increases. As there is higher parallelism in temporal implementations, the choice of optimal implementation for temporal algorithms and graphs may not be same as their static counterparts.

### 6 METHODOLOGY

#### 6.1 Machine Configurations

Inter-implementation choices for different static and temporal benchmark input combinations are evaluated on a multicore and a GPU machine. Intel Xeon E5-2650 v3 is used as a multicore machine. It has 10 hyper-threaded cores clocking at 2.30 GHz and a 1 TB DDR4 RAM. The Nvidia GTX-1080 GPU is used for evaluation as well. The GPU has 2560 cores with 8.8 TFLOPs single-precision, and 0.27 TFLOPs double-precision compute capability, and has 8 GB memory size. Table 1 shows different parameters of these parallel machines.
Table 1: Accelerator Configuration.

<table>
<thead>
<tr>
<th></th>
<th>GTX-1080</th>
<th>Xeon E5-2650 v3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores, Threads</td>
<td>2560, Many</td>
<td>10, 40</td>
</tr>
<tr>
<td>Cache Size, Coherence</td>
<td>2MB, No</td>
<td>25MB, Yes</td>
</tr>
<tr>
<td>Mem. (GB), BW. (GB/s)</td>
<td>8, 320.3</td>
<td>1000, 68</td>
</tr>
<tr>
<td>Single-Precision (TFlops)</td>
<td>8.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Double-Precision (TFlops)</td>
<td>0.27</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 2: Benchmark categorization based on available implementations

<table>
<thead>
<tr>
<th>Strict, Relax and Unordered</th>
<th>Unordered only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Source Shortest Path (SSSP)</td>
<td>Depth First Search (DFS)</td>
</tr>
<tr>
<td>Breath First Search (BFS)</td>
<td>PageRank (PR)</td>
</tr>
<tr>
<td>Connected Component (CC)</td>
<td>PageRank-DP (PR-DP)</td>
</tr>
<tr>
<td>Minimum Spanning Tree (MST)</td>
<td>Triangle Counting (TC)</td>
</tr>
<tr>
<td>Graph Coloring (Color)</td>
<td>Community (Comm)</td>
</tr>
<tr>
<td>Astar search (A*)</td>
<td></td>
</tr>
</tbody>
</table>

6.2 Benchmarks and Inputs

Graph algorithms utilized in this paper fall into two distinct categories. There are three different implementations namely strictly ordered, relax-ordered, and unordered for the benchmarks that belong to the first category. In the second category, the benchmarks only have unordered implementations. Table 2 displays the graph benchmarks that belong to these two categories. The implementation choices are only valid for the benchmarks in the first category as the second category only has one implementation. However, the inter-accelerator choices are valid for both categories of the benchmarks as all of the graph algorithms have at least one multicore and a GPU version.

Multicore Benchmark Implementations: The unordered implementations of the benchmarks in the first category are acquired from the GAP benchmark suite [3], and the problem based benchmark suite (PBBS) [31] respectively. The unordered variants of Connected Components, BFS, DFS, PageRank, PageRank-DP, Coloring, Triangle Counting and Community are taken from CRONO [2]. The unordered variant for the A* workload is implemented in the CRONO suite. The KDG [18] and Galois [26] frameworks provide the relax-ordered and strict-ordered implementations of the benchmarks falling in first category, except A* that is implemented in these two frameworks. The destination node for A* is selected randomly while the heuristic is set to 0 as there is no additional information present with the input graphs.

GPU Benchmark Implementations: There are only relaxed and unordered implementations of a benchmark for the GPU. The Gunrock framework [34] provides the relax-ordered implementations for the benchmarks falling in the first category. The unordered implementation of SSSP, Graph Coloring, PageRank and PageRank-DP are taken from Pannotia [8], and the unordered version of BFS is obtained from Rodinia [9]. The unordered variants for the rest of the benchmarks are implemented using OpenCL within Pannotia.

Graph Inputs: Static input graphs utilized in this work are obtained from different domains, such as road networks, social networks, and biological networks. The static input graphs vary from extremely sparse (e.g. USA-CAL) to dense (e.g Twitter), and smaller in size (e.g Cage14) to large graphs (Friendster).

Different static input graphs along with their vertex count, edge count and average degree are shown in Table 3. These static input graphs are converted into temporal graphs through the graph generator described in Section 4. Table 3 also shows generated temporal graphs along with their vertex count, edge count and average degree. The value of \( T \) is set equal to 5 for \( t_5 \) graphs and 10 for \( t_{10} \) graphs. \( t_5 \) graphs have 5 times more edges than static graph while \( t_{10} \) graphs have 10 times more edges than static graphs. Vertices for all the graphs are divided into 2 equal parts \( n \) and time instants are also divided into 2 equal parts \( m \). Total number of probability distributions are \( 4 \) \((m + n)\). The probability distributions used are unit Gaussian with scaling factors of 2, 4, 6 and 8.

The input graphs (static and temporal) that don’t fit in the main memory of the accelerator are broken down into smaller chunks through the Stinger Framework [15], and processed sequentially. Memory transfer times are not included in the completion times for fair comparison between different accelerators. The final completion time of a benchmark-input combination doesn’t contain the memory transfer times and only contains the execution time on the accelerator.

7 EVALUATION

This section presents the performance evaluation of different parallel implementations for various temporal graph benchmark and input combinations. The completion times for the temporal benchmark-input combinations are shown for Intel Xeon-40 core and GTX-1080 GPU machines, and compared with the completion times of their static counterparts. Additionally, this section shows that the choice of the optimal implementation for temporal graph benchmarks and inputs vary from their static counterparts.

7.1 Multicore Analysis

Table 4 shows the performance variations for all benchmark-input combinations (temporal and static) on the Intel Xeon 40-core machine. Unordered implementations of graph benchmarks, such as SSSP, BFS and Color that utilize static distribution of vertices/edges among cores are highly data parallel. These benchmarks along with large or dense static graphs (Orkut, Twitter and Friend) give
superior performance for unordered implementations. This is because they have large number of independent tasks that can be executed in parallel. In other words, the amount of unordered work in these benchmarks is high due to limited inter-task dependencies and low synchronization. Connected components with all input graphs give superior performance for unordered implementations for the same reason. Unordered implementations are also optimal for the temporal counterparts of the aforementioned benchmark-input combinations. However, temporal unordered versions show higher performance gains as compared to the static unordered versions for the same combinations. This is because they expose high parallelism as compared to their static versions.

On the other hand, graph benchmarks mentioned previously (SSSP, BFS and Color) running small and sparse temporal graphs (CAL, CAGE and FB) prefer relax-ordered implementations. Due to the small and sparse graphs, the amount of the work performed is relatively less, leading to limited parallelism. Unordered implementations in these cases perform high redundant work that ultimately hurts their performance. A task execution order is required for these combinations to reduce the amount of redundant work. Relax-ordered implementations satisfy this requirement by enforcing local order through per-core priority queues and hence extract superior performance. Additionally, the static distribution of the vertices/edges is not possible for these combinations as they don’t have high vertex or edge level parallelism. In relax-ordered implementations, this is handled through sending tasks to different cores at runtime for dynamic load distribution. Alternatively, SSSP, BFS and Color with two temporal versions of small or sparse graphs (CAL_t_5, CAL_t_10, CAGE_t_5, CAGE_t_10, FB_t_5 and FB_t_10) prefer unordered implementations instead of relax-ordered. This is because the temporal versions of these graphs are no longer small or sparse. Instead, they have large number of temporal edges and high temporal density. This means that the temporal versions of these graphs have enough independent tasks that can be statically distributed among cores, and hence can be executed in parallel to extract superior performance. One notable exception is temporal SSSP-CAL_t_1_5 combination, which still gives better performance for relax-ordered implementation. This is because the diameter of the static and temporal CAL graph is relatively high as compared to other graphs. This means that there are longer dependency chains for the SSSP executing CAL graph (both static and temporal), which in turn requires the presence of the task execution order. Hence, relax-ordered implementation gives better performance for temporal SSSP-CAL combination.

Graph benchmarks that are not redundant work tolerant prefer strict-ordered implementations. This means that the redundant work is unable to expose parallelism in these workloads. They maintain global order at the cost of high synchronization to achieve the work efficiency of their sequential counterparts. Benchmarks such as A* with all input graphs prefer strict-ordered implementations. Due to this, the amount of parallelism available in A* is limited. Thus, the performance of A* degrades if the implementation performs significant redundant work. MST with small and sparse graphs (CAL, CAGE and FB) also prefers strict-ordered implementations for the same reason. However, MST with large or dense graphs (Orkt and Twtr) prefers the relax-ordered implementation due to the presence of high reductions. Reductions in the implementation translate to work that is local to the core. Local work keeps the core busy due to which stringent ordering constraints can be relaxed. Strict-ordered implementations are an overkill for these combinations as they hinder parallelism. For temporal combinations, there is a shift in the choice of optimal implementation from strict-ordered towards relax-ordered for MST and A*. This shift is again created due to increase in the temporal edges or temporal density of the input graph, which in turn allows the inner loop in the relax-ordered implementation to expose more parallelism.

### Table 4: Completion time (second) for static and temporal benchmark-input combinations on Intel Xeon 40-core. (SO) is strict-ordered, (RO) is relax-ordered and (UO) is unordered.

<table>
<thead>
<tr>
<th>Graph</th>
<th>SSSP (SO)</th>
<th>SSSP (RO)</th>
<th>SSSP (UO)</th>
<th>BFS (SO)</th>
<th>BFS (RO)</th>
<th>BFS (UO)</th>
<th>Color (SO)</th>
<th>Color (RO)</th>
<th>Color (UO)</th>
<th>MST (SO)</th>
<th>MST (RO)</th>
<th>MST (UO)</th>
<th>A* (SO)</th>
<th>A* (RO)</th>
<th>A* (UO)</th>
<th>CC (SO)</th>
<th>CC (RO)</th>
<th>CC (UO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAL</td>
<td>0.7</td>
<td>0.57</td>
<td>0.64</td>
<td>0.69</td>
<td>0.72</td>
<td>0.79</td>
<td>0.51</td>
<td>0.15</td>
<td>0.21</td>
<td>0.56</td>
<td>1.63</td>
<td>1.48</td>
<td>0.42</td>
<td>0.51</td>
<td>1.8</td>
<td>0.49</td>
<td>0.47</td>
<td>0.17</td>
</tr>
<tr>
<td>CAL_t_5</td>
<td>0.92</td>
<td>0.48</td>
<td>0.56</td>
<td>0.85</td>
<td>0.46</td>
<td>0.48</td>
<td>0.69</td>
<td>0.18</td>
<td>0.17</td>
<td>0.65</td>
<td>1.18</td>
<td>1.19</td>
<td>0.59</td>
<td>0.89</td>
<td>1.24</td>
<td>0.61</td>
<td>0.44</td>
<td>0.19</td>
</tr>
<tr>
<td>CAL_t_10</td>
<td>1.3</td>
<td>0.49</td>
<td>0.38</td>
<td>1.05</td>
<td>0.55</td>
<td>0.49</td>
<td>0.83</td>
<td>0.16</td>
<td>0.12</td>
<td>0.89</td>
<td>0.75</td>
<td>1.02</td>
<td>0.7</td>
<td>0.6</td>
<td>0.8</td>
<td>0.77</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td>CAGE</td>
<td>0.9</td>
<td>0.22</td>
<td>0.44</td>
<td>0.88</td>
<td>0.46</td>
<td>0.63</td>
<td>0.74</td>
<td>0.33</td>
<td>0.39</td>
<td>0.83</td>
<td>1.16</td>
<td>2.9</td>
<td>0.55</td>
<td>0.69</td>
<td>0.72</td>
<td>0.61</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>CAGE_t_5</td>
<td>1.2</td>
<td>0.19</td>
<td>0.1</td>
<td>1.3</td>
<td>0.5</td>
<td>0.45</td>
<td>0.9</td>
<td>0.29</td>
<td>0.21</td>
<td>1.1</td>
<td>1.05</td>
<td>2.3</td>
<td>0.72</td>
<td>0.53</td>
<td>0.67</td>
<td>0.82</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>CAGE_t_10</td>
<td>1.7</td>
<td>0.34</td>
<td>0.18</td>
<td>1.9</td>
<td>0.61</td>
<td>0.58</td>
<td>1.2</td>
<td>0.36</td>
<td>0.27</td>
<td>1.05</td>
<td>0.72</td>
<td>1.6</td>
<td>0.91</td>
<td>0.47</td>
<td>0.77</td>
<td>0.8</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>FB</td>
<td>2.1</td>
<td>0.32</td>
<td>0.96</td>
<td>2.2</td>
<td>1.02</td>
<td>1.2</td>
<td>2.9</td>
<td>1.57</td>
<td>1.7</td>
<td>2.1</td>
<td>4.6</td>
<td>7.2</td>
<td>1.9</td>
<td>1.5</td>
<td>1.4</td>
<td>2.7</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>FB_t_5</td>
<td>3.2</td>
<td>1.14</td>
<td>1.13</td>
<td>3.8</td>
<td>1.45</td>
<td>1.39</td>
<td>3.2</td>
<td>1.2</td>
<td>1</td>
<td>3.7</td>
<td>2.8</td>
<td>1.2</td>
<td>3.4</td>
<td>2.6</td>
<td>2.7</td>
<td>2.9</td>
<td>1.26</td>
<td>1.26</td>
</tr>
<tr>
<td>FB_t_10</td>
<td>5.1</td>
<td>2.6</td>
<td>2.5</td>
<td>4.5</td>
<td>2.32</td>
<td>2.25</td>
<td>4.3</td>
<td>2.41</td>
<td>2.3</td>
<td>3.9</td>
<td>2.1</td>
<td>2.3</td>
<td>5.6</td>
<td>2.63</td>
<td>2.9</td>
<td>4.9</td>
<td>2.2</td>
<td>2.18</td>
</tr>
<tr>
<td>Orkt</td>
<td>6.7</td>
<td>3.78</td>
<td>3.43</td>
<td>6.4</td>
<td>3.42</td>
<td>3.45</td>
<td>5.9</td>
<td>2.91</td>
<td>2.83</td>
<td>7.2</td>
<td>7.02</td>
<td>7.3</td>
<td>4.8</td>
<td>7.9</td>
<td>7.8</td>
<td>6.2</td>
<td>2.67</td>
<td>1.39</td>
</tr>
<tr>
<td>Orkt_t_5</td>
<td>8.4</td>
<td>3.57</td>
<td>4.23</td>
<td>8.1</td>
<td>4.35</td>
<td>4.3</td>
<td>7.3</td>
<td>3.7</td>
<td>3.1</td>
<td>8.9</td>
<td>4.6</td>
<td>9.3</td>
<td>5.5</td>
<td>7.5</td>
<td>6.9</td>
<td>8.1</td>
<td>3.37</td>
<td>2.9</td>
</tr>
<tr>
<td>Orkt_t_10</td>
<td>10.2</td>
<td>4.11</td>
<td>2.3</td>
<td>10.8</td>
<td>2.4</td>
<td>2.1</td>
<td>9.4</td>
<td>4.3</td>
<td>3.5</td>
<td>2.3</td>
<td>4.52</td>
<td>5.74</td>
<td>7.6</td>
<td>3.87</td>
<td>9.2</td>
<td>11.4</td>
<td>4.1</td>
<td>3.9</td>
</tr>
<tr>
<td>Twtr</td>
<td>15.6</td>
<td>16.9</td>
<td>14.2</td>
<td>17.3</td>
<td>17.4</td>
<td>9.7</td>
<td>16.2</td>
<td>13.4</td>
<td>12.9</td>
<td>15.3</td>
<td>5.4</td>
<td>8.73</td>
<td>13.7</td>
<td>20.4</td>
<td>40.6</td>
<td>19.7</td>
<td>10.1</td>
<td>11.5</td>
</tr>
<tr>
<td>Twtr_t_5</td>
<td>18.3</td>
<td>16.9</td>
<td>10.1</td>
<td>23.2</td>
<td>12.4</td>
<td>12.1</td>
<td>19.5</td>
<td>13.8</td>
<td>9.6</td>
<td>17.5</td>
<td>7.3</td>
<td>9.4</td>
<td>18.4</td>
<td>21.1</td>
<td>58.2</td>
<td>26.3</td>
<td>8.26</td>
<td>5.2</td>
</tr>
<tr>
<td>Twtr_t_10</td>
<td>29.7</td>
<td>15.2</td>
<td>12.8</td>
<td>35.8</td>
<td>13.3</td>
<td>11.9</td>
<td>26.1</td>
<td>13.5</td>
<td>12.9</td>
<td>20.4</td>
<td>14.2</td>
<td>13.1</td>
<td>22.5</td>
<td>19.3</td>
<td>65.3</td>
<td>29.6</td>
<td>9.8</td>
<td>6.7</td>
</tr>
</tbody>
</table>
### Table 5: Completion time (second) for static and temporal benchmark-input combinations on NVidia GTX-1080 GPU. (SO) is strict-ordered, (RO) is relax-ordered and (UO) is unordered.

<table>
<thead>
<tr>
<th>Graph</th>
<th>SSSP</th>
<th>BFS</th>
<th>Color</th>
<th>MST</th>
<th>A*</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAL</td>
<td>1.3</td>
<td>2.8</td>
<td>1.1</td>
<td>1.15</td>
<td>1.4</td>
<td>1.9</td>
</tr>
<tr>
<td>CAL_t_5</td>
<td>2.1</td>
<td>2.3</td>
<td>1.9</td>
<td>1.1</td>
<td>1.6</td>
<td>2.3</td>
</tr>
<tr>
<td>CAL_t_10</td>
<td>4.5</td>
<td>2.7</td>
<td>4.1</td>
<td>2.3</td>
<td>3.6</td>
<td>2.5</td>
</tr>
<tr>
<td>CAGE</td>
<td>3.6</td>
<td>2.9</td>
<td>3.2</td>
<td>3.7</td>
<td>4.1</td>
<td>5.2</td>
</tr>
<tr>
<td>CAGE_t_5</td>
<td>4.8</td>
<td>3.2</td>
<td>5.1</td>
<td>3.9</td>
<td>6.7</td>
<td>5.3</td>
</tr>
<tr>
<td>CAGE_t_10</td>
<td>5.1</td>
<td>3.4</td>
<td>7.2</td>
<td>3.6</td>
<td>6.9</td>
<td>5.7</td>
</tr>
<tr>
<td>FB</td>
<td>4.3</td>
<td>8.7</td>
<td>5.1</td>
<td>6.1</td>
<td>4.9</td>
<td>5.6</td>
</tr>
<tr>
<td>FB_t_5</td>
<td>5.9</td>
<td>9.2</td>
<td>6.7</td>
<td>5.2</td>
<td>8.2</td>
<td>5.5</td>
</tr>
<tr>
<td>FB_t_10</td>
<td>10.8</td>
<td>9.8</td>
<td>8.4</td>
<td>7.3</td>
<td>11.5</td>
<td>6.2</td>
</tr>
<tr>
<td>Orkt</td>
<td>6.5</td>
<td>6.1</td>
<td>7.4</td>
<td>7.6</td>
<td>6.2</td>
<td>6.9</td>
</tr>
<tr>
<td>Orkt_t_5</td>
<td>7.9</td>
<td>5.9</td>
<td>8.6</td>
<td>8.4</td>
<td>7.7</td>
<td>7.1</td>
</tr>
<tr>
<td>Orkt_t_10</td>
<td>9.6</td>
<td>6.1</td>
<td>10.3</td>
<td>9.7</td>
<td>9.1</td>
<td>8.6</td>
</tr>
<tr>
<td>Twtr</td>
<td>10.2</td>
<td>8.7</td>
<td>11.4</td>
<td>9.9</td>
<td>10.5</td>
<td>8.7</td>
</tr>
<tr>
<td>Twtr_t_5</td>
<td>12.5</td>
<td>9.7</td>
<td>14.7</td>
<td>10.8</td>
<td>13.7</td>
<td>9.1</td>
</tr>
<tr>
<td>Twtr_t_10</td>
<td>15.8</td>
<td>10.3</td>
<td>17.4</td>
<td>11.6</td>
<td>20.1</td>
<td>12.5</td>
</tr>
</tbody>
</table>

The geometric mean completion time for the optimal implementation of all benchmark-input combinations is calculated using the static choices for temporal combinations, and then utilizing true temporal choices for temporal graphs. These choices are highlighted in Table 4. True temporal choices give a performance gain of 25% over static choices for t_5 (graphs with 5 times more temporal edges than static) graphs, and 40% over static choices for t_10 (graphs with 10 times more temporal edges than static) graphs on Intel Xeon-40 core machine. This shows that the optimal implementation choices for static graph benchmarks and inputs cannot be applied directly for temporal graph benchmarks and inputs. Hence, temporal graphs should be considered independently when deciding their optimal parallel implementation on a multicore machine.

### 7.2 GPU Analysis

Table 5 shows the completion times for all benchmark-input combinations (temporal and static) on GTX-1080 GPU. The GPU trends are similar to multicore except that all benchmark-input combinations that give superior performance for strict-ordered on multicore, now map best to relax-ordered on the GPU.

Static graph benchmarks with high vertex or pareto level parallelism (such as SSSP, BFS and Color) along with large or dense graphs (Orkut and Twitter) give optimal performance for unordered implementations. This is due to the presence of large number of independent tasks that can be executed in parallel. Extremely data parallel benchmarks, such as Connected Component in which task execution order is not required at all, also choose unordered implementations as optimal for all input graphs. Alternatively, SSSP, BFS and Color running small or sparse graph give superior performance for relax-ordered implementations due to the presence of local per-core order. Additionally, benchmarks that are limited redundant work tolerant, such as A* with all input graphs, and MST with small and sparse graphs also prefer relax-ordered implementations as they don’t have enough independent tasks to execute in parallel. Observing the completion times for temporal combinations reveal that for SSSP, A*, BFS, Color and MST there is a shift in the choice of the optimal implementation from relax-ordered implementation (for static graphs) to unordered implementation (for temporal graphs). This shift in the choice of optimal implementation is again due to the high temporal density and edges.

As in case of multicore, the geometric mean completion time of the optimal implementation for all benchmark-input combinations are calculated using the static choices for temporal combinations and then utilizing true temporal choices for temporal graphs on GTX-1080 GPU. The true temporal choices give a performance gain of 20% over static choices for Temporal_5 (graphs with 5 times more temporal edges than static) graphs, and 35% over static choices for Temporal_10 (graphs with 10 times more temporal edges than static) graphs on GTX-1080 GPU. Again, these results suggest that temporal graphs should be considered independently when deciding their optimal parallel implementation on a GPU machine.

### 7.3 Multicore and GPU Comparisons

Figure 4 shows the performance comparison of Intel Xeon 40-core machine with NVidia GTX-1080 for different benchmarks. Each benchmark has three completion times for both GPU and multicore, namely static (averaged over all static graphs), temporal_5 (average over all temporal graphs with 5 times more edges than static graphs), and temporal_10 (average over all temporal graphs with 5 times more edges than static graphs). All completion times in the figure are normalized to their respective GPU’s completion times. From static to temporal_10, there is a change in the accelerator that gives superior performance, i.e., the optimal accelerator changes from multicore to GPU. The reason for this is that as we move towards temporal_10, there is an increase in temporal density, which in turn exposes higher parallelism. This parallelism is exploited better by the GPU due to the presence of large number of threads. Even
for benchmarks, such as A* and MST that don’t shift to GPU for temporal graphs, the results show better performance on GPU as compared to their static counterparts.

The static graphs show a geometric mean performance gains of 24.5% on Intel Xeon 40-core over GTX-1080 GPU. However, the temporal_5 and temporal_10 graphs improve performance by 13.74% and 67.8% respectively for the GPU over the Intel Xeon multicore. Hence, the choice of an accelerator also shifts for static versus temporal graphs.

8 CONCLUSION

This paper proposes a graph generator method to transform a static graph into temporal graph by applying various probability distributions to different parts of the static graph. After generating the temporal graph, this work explores the parallel implementation choices for diverse temporal graph benchmarks to extract the optimal performance on different parallel machines. The choice of the optimal parallel implementation leads to a geometric performance gain of 46.38% on Intel Xeon 40-core, and 20.30% on the NVidia GTX-1080 for the generated temporal graphs. This work also highlights that the optimal implementation for temporal graphs and their static counterparts are not always the same.
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